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In Brief

•	 The Army Modernization Strategy does not adequately address spatial computing, despite 
its significant role in achieving modernization priorities, and research limitations are 
directly impacting major projects like the Integrated Visual Augmentation System.

•	 Modern ubiquitous technologies, such as smartphones, self-driving cars and virtual meet-
ing technology, rely upon spatial computing, yet civilian adaptation and innovation out-
pace the Army’s willingness and ability to integrate.

•	 Each modernization and enabling priority relies upon spatial computing as a technol-
ogy that achieves desired outcomes, such as object detection, spatial mapping and sensor 
fusion for autonomous or remotely controlled vehicles.
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Army Modernization and Spatial Computing
Introduction

In 2018, the Army submitted its Army Modernization Strategy (AMS) report to Congress, 
establishing the Army’s six materiel modernization priorities and envisioning the endstate for 
the future Army of 2035.1 To achieve the Army’s modernization goals, then Secretary of the 
Army Mark Esper announced the establishment of Army Futures Command (AFC) in Austin, 
Texas.2 The modernization approach integrated elements of doctrine, organization, training, 
materiel, leader development and education, personnel, facilities and policy (DOTMLPF-P) 
and aligns cross-functional teams (CFTs) within AFC to compress acquisition timelines from 
capability gap identification through operational experimentation.3 This paper contends that the 
Army is experiencing a risk in achieving its modernization mission through oversight of spatial 
computing research, which involves the integration of digital and physical worlds. The Army 
should, therefore, include spatial computing research as its tenth priority research area and allo-
cate additional resources to bridge this seemingly overlooked gap within the AMS.

As the Army looks to future conflict in 2035 and beyond, its modernization strategy out-
lines signature efforts for each CFT. However, as each CFT works to develop progress toward 
its signature efforts, the AMS needs to include spatial computing. In multi-domain environ-
ments, where the lines between the digital and physical aspects of conflict become increasingly 
blurred, the Army must make a concerted effort to invest in technological research that brings 
together those environments. From eye-tracking technology in future synthetic training environ-
ments through object detection in autonomous future combat vehicles, spatial computing plays 
an essential role in military-technology integration; a lack of knowledge in this field has already 
brought some signature efforts, such as the Army’s augmented reality goggles, to a halt. 

What is Spatial Computing?
Spatial computing is the “digitization of activities involving machines, people, objects and 

the environments in which they take place to enable and optimize actions and interactions.”4 
The technology utilizes a variety of sensors, such as light detection and ranging (LIDAR), 
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radar, or photogrammetry, to generate a digital three-dimensional (3D) model of a surrounding 
area.5 Spatial computing is ubiquitous among Internet of Things technologies and any technol-
ogy that deals with physical space. Self-driving cars, smartphones and virtual meeting technol-
ogies are all built upon spatial computing platforms to enable users to operate seamlessly in 
their environments and have their behaviors translate into the digital world. But few within the 
Army understand the technology that drives spatial computing, or how essential it is for Army 
modernization. The four key components of spatial computing are computer vision, sensor 
fusion, spatial mapping and spatial user interface. 

Computer Vision
Computer vision is the computer’s ability to process and analyze visual information from 

the sensors and cameras linked to the technology.6 In other words, it is simply a computer’s 
ability to see and interpret the physical world. It enables interpreting objects, faces, movement 
and proximity while developing a 3D environment model.7 The concept of computer vision 
began in 1960 when a PhD student at the Massachusetts Institute of Technology, Larry Roberts, 
envisioned extracting 3D geometric information from a two-dimensional (2D) perspective.8 
In 1982, David Marr defined computer vision as “proceeding from a two-dimensional vision 
to a three-dimensional visual recognition.”9 Through low-level image processing algorithms 
applied to 2D images, Marr obtained a 2.5D sketch and a 3D model using high-level tech-
niques.10 Today, the most ubiquitous computer vision application occurs in smartphones that 
use it to identify and authenticate users based on facial features.11 Devices can generate a 3D 
map of a user’s face and match it with stored data through infrared and visible light.12 

Through cameras and sensors, today’s computers can take images of their environment 
and enhance or manipulate those images to improve the quality of their processing within the 
algorithms.13 Following image processing, identifying distinctive points in the images reduces 
the image’s complexity and simplifies matching and recognition.14 The computer then matches 
the features identified in the images taken with those within its system, creating an estimation 
of the scene it is trying to interpret.15 Each sensor and camera is continuously using machine 
learning, deep learning and neural networks to analyze and process visual data.16 Each sensor 
operates as part of a whole model, and this is where sensor fusion comes in. 

Three computer vision techniques are image classification, object detection and object 
tracking.17 Image classification involves “classifying pixel and vector groups in an image by 
applying specific rules.”18 While image classification is among the most well-known tech-
niques, research advances are required to solve problems related to deformation, light settings 
and changing perspectives, especially in a dynamic and asymmetric Army operating environ-
ment.19 Object detection is another technique for computer vision; it “allows us to determine 
the positions or movements of said objects in the scene and draws them with the bounding 
box.”20 Object detection occurs first during object tracking, then through deep learning applica-
tions; in all of this, the computer monitors object movement patterns.21 

Sensor Fusion
Sensor fusion is a process where software algorithms, such as Kalman filters or Bayesian 

networks, amalgamate data from multiple sensing modalities to mitigate detection uncertain-
ties and enhance the capabilities of individual sensors operating independently.22 Autono-
mous vehicles are the best context for explaining sensor fusion. In autonomous vehicles, the 
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accelerometer measures the vehicle’s acceleration, cameras provide a visual of surrounding 
areas, radars, LIDAR, and ultrasonic sensors measure the distance to objects, and GPS uses 
satellite signals to determine location and speed.23 Each sensor has an individual job, but inte-
grating each sensor’s data occurs through sensor fusion. 

Sensor fusion utilizes three primary strategies: high-level fusion (HLF), low-level fusion 
(LLF) and mid-level fusion (MLF).24 HLF involves independent object detection or tracking by 
each sensor before fusion, while LLF integrates raw data from each sensor at the lowest level 
of abstraction. MLF, positioned between HLF and LLF, fuses multi-target features from raw 
sensor data for recognition and classification.25 During LLF, data from each sensor are inte-
grated at the raw data level, potentially improving the accuracy of object detection.26 However, 
while LLF provides an opportunity for the most precise object detection, challenges in the abil-
ity to implement precise extrinsic calibrations of sensors and counterbalance the 3D motion of 
the system within the environment indicate that more significant research is needed prior to its 
more ubiquitous implementation.27 Research investments in deep learning and reinforcement 
learning approaches to enhance sensor fusion algorithms and enable more reliable object detec-
tion are essential future developments. 

Spatial Mapping
Spatial mapping is sensing and interpreting the physical environment to develop a 3D rep-

resentation.28 Through techniques such as stereo vision, time-of-flight, structured light and 
LIDAR, spatial mapping allows technologies such as augmented reality headsets to determine 
the placement of objects in the surroundings.29 Performing spatial mapping requires a device to 
have sensors that can capture the geometry and depth of its surroundings while having a pro-
cessor that can interpret the sensor data, such as a cloud point or a mesh.30 Depending on the 
purpose of the spatial mapping, the device may also need substantial memory and storage capa-
bilities to store and update 3D model data.31 A ubiquitous example of spatial mapping is the 
Apple iPhone’s Face ID technology, which uses camera sensor data and LIDAR to create a 3D 
representation of the user’s face.32 By combining depth information from the LIDAR with color 
and texture information obtained by the camera, the iPhone can verify the user’s identity (which 
is why holding up a photo in front of an iPhone will not unlock it).33 

Spatial User Interface
Users must rely upon a spatial user interface when interacting with digital content in the 

physical world.34 Spatial user interfaces are typically associated with virtual or augmented real-
ity or a combination of the two, which has recently been dubbed “XR,” that is, “extended real-
ity.” They allow users to interact and manipulate their digital environment while being more 
immersive than on a traditional digital device.35 The device can use algorithms and sensors to 
track the user’s movements, voice commands or physical gestures and to interpret the desired 
function.36 Haptic feedback equipment, such as gloves, provides users with an additional expe-
rience where they may feel what they interact with within the digital environment.37 Spatial 
user interfaces integrate eye-tracking technologies to monitor the user’s gaze and enable inter-
action in the virtual world.38 For example, in the Apple Vision Pro, high-speed cameras and 
LEDs project invisible light patterns onto the user’s eyes for intuitive input.39 

Computer vision, sensor fusion, spatial mapping and spatial user interface all work in con-
junction to provide a comprehensive digital environment for user immersion. However, the 
ability of current technology to provide rapid processing and precise interpretations varies. As 
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the Army concentrates on its modernization strategy, it is essential to address the technology 
gaps and to emphasize that the integration of technology augments and improves Army orga-
nizations. Civilian companies need more incentive to enhance spatial mapping technologies to 
adapt to unique Army requirements, such as in the field of long-range precision fires. It then 
becomes incumbent upon the Army to invest in the research domains that will provide the most 
considerable dividends toward its modernization goals. 

Army Modernization Strategy: Modernization and Enabling Priorities
The AMS was published in 2019 to describe how the Total Army will transform into a 

multi-domain force by 2035.40 It outlined six materiel modernization priorities and two 
enabling priorities.41 The six materiel modernization priorities are:42

1.	 Long-Range Precision Fires
2.	 Next-Generation Combat Vehicles
3.	 Future Vertical Lift Platforms
4.	 Network Technologies
5.	 Air and Missile Defense
6.	 Soldier Lethality

While the two enabling priorities are:43 
1.	 Assured Positioning, Navigation and Timing
2.	 Synthetic Training Environment

In response to materiel modernization priorities, AFC established the CFT framework, 
where each priority has a CFT dedicated to achieving a multi-domain ready force in its domain.44 
Each CFT established signature efforts to advance its domain to support the Army strategy.45 
Spatial computing advancements have the most significant impacts within the Soldier Lethality 
and Synthetic Training Environment CFTs, and they present the problem that the advancement 
of technology outpaces the willingness to adopt it. 

Beyond the materiel efforts, the AMS outlines relevant, transformative research priorities.46 
Unfortunately, spatial computing is absent from the Army Priority Research Areas. While 
“Autonomy” may support objectives for autonomous vehicles, it does not adequately address 
the necessity for the object detection or the spatial mapping required to meet requirements in 
the Air and Missile Defense CFT, nor the spatial mapping and sensor fusion requirements for 
augmented reality systems in the Soldier Lethality CFT. Each CFT relies upon an aspect of 
spatial computing, and establishing a tenth Army Priority Research Area that concentrates on 
spatial computing will rapidly advance each CFT toward its materiel objectives.

Long-Range Precision Fires
Long-range precision fires remains the Army’s top tactical modernization priority, yet it 

heavily relies upon significant advances in spatial computing technologies.47 The AFC Long-
Range Precision Fires CFT works closely with the Army Combat Capabilities Development 
Command to establish prototype systems that support the AMS.48 Precision Strike Missiles and 
Autonomous Multi-Domain Launchers are two modernization platforms that rely heavily on 
spatial computing. 
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The updated Precision Strike Missiles have performed flight tests of 499 kilometers, 199 
kilometers farther than the current Army Tactical Missile System.49 Current Precision Strike 
Missiles have demonstrated accuracy on stationary targets, but the Army desires missiles that 
can strike moving targets.50 Updated Precision Strike Missiles that can strike moving targets are 
not currently an option due to the limitations of spatial computing technologies.51 For missiles 
to strike static targets, GPS coordinates or inertial navigation is required; with any of those in 
hand, the missile can strike the pre-designated target.52 However, for moving targets, radar or 
infrared seekers are required.53 The missiles will likely utilize active radar homing as a guidance 
system to achieve the Army’s desired anti-ship capabilities. During active radar homing, the 
missile contains a radar transceiver and can track targets autonomously.54 Active radar-homing 
missiles must be capable of performing spatial computing calculations, such as sensor fusion 
and spatial mapping. If the missile uses infrared, it will likely utilize imaging infrared (IIR), 
where the infrared/ultraviolet sensor produces an infrared image.55 Charge-coupled devices in 
digital cameras function in much the same way. The missile will need the ability to perform 
rapid sensor fusion calculations to make in-flight adjustments and accurately strike the target. 
As jamming and missile defense technologies continue to advance, the necessity of missiles 
to perform rapid spatial mapping calculations also increases. To achieve the Army’s desired 
endstate of an anti-ship capable Precision Strike Missile, spatial computing advances must be 
made to ensure that this ability fits within the relatively small package of long-range missiles. 

The Army’s autonomous multi-domain launcher (AMDL) provides the most obvious 
example of the necessity of spatial computing research.56 The vehicle is an unmanned launcher 
that performs autonomous waypoint navigation and allows for leader-follower autonomy or 
drive-by-wire operation.57 The vehicle fuses sensors with its single and triple situational aware-
ness cameras, GPS, LIDAR sensors, autonomous steering module, blind spot radars and cam-
eras and with a position navigation unit.58 The AMDL will face all the same spatial computing 
problems of major civilian car companies, with the disadvantage that the vehicle needs the 
spatial computing power to navigate cross-country movements in areas that may not have been 
pre-mapped by the onboard computers. While civilian vehicles may be able to get by with 2D 
object detection, a heavy military vehicle carrying missiles needs to have 3D object detection 
and be capable of rapidly mapping the environment to detect moving objects. 

Next-Generation Combat Vehicles
While the Army’s Next-Generation Combat Vehicle efforts concentrate on four vehicle 

variations, the Robotic Combat Vehicle (RCV) program relies entirely upon advances in spa-
tial computing to solve autonomous ground navigation problems.59 The RCV will function as a 
combat vehicle that can operate semi-autonomously or with operators controlling it remotely.60 
The RCV program projects three variants: a light variant (RCV-L) which weighs under 10 
tons, a medium variant (RCV-M) which weighs between 10 and 20 tons, and a heavy variant 
(RCV-H) which weighs between 20 and 30 tons.61 Each platform integrates onboard direct-fire 
weapon systems.62 Fixed-wing aircraft can transport all variants, and rotary-wing aircraft can 
transport the RCV-L.63 

The RCV program faces issues similar to those of the AMDL, where a military vehicle 
with onboard weapons must accomplish tasks that even civilian vehicles are having difficulty 
accomplishing. Within the United States, autonomous vehicles are currently at level two of the 
Society of Automotive Engineers’ (SAE) six levels, meaning that a vehicle can steer, accelerate 
and brake independently, but, for overall functioning, it still requires an engaged driver.64 The 
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RCV proposes removing a driver and placing the vehicle in a dynamic tactical environment 
with asymmetric threats and unmapped terrain. The vehicle would need fast and precise spatial 
mapping technologies and comprehensive sensor fusion abilities. The additional integration 
of a remote operator means the vehicle must have a usable interface to communicate with the 
operator in the fully mapped environment. In essence, the vehicle itself would become part of 
the human-machine interaction. 

Future Vertical Lift 
AFC’s Future Vertical Lift (FVL) CFT concentrates on meeting the modernization of 

the aviation spaces as outlined in the AMS.65 The Future Tactical Unmanned Aircraft System 
(FTUAS) is an example of the necessity for spatial computing research to translate into the 
aviation space.66 Like the autonomous and unmanned vehicles developed by the Long-Range 
Precision Fires and Next-Generation Combat Vehicles CFTs, the FTUAS relies upon the spa-
tial computing concepts of computer vision, spatial mapping and sensor fusion. It relies upon 
the sensor fusion process of electro-optical/infra-red (EO/IR) sensors, infra-red/laser pointer/
laser designator/laser range finders, vehicle cameras and sensors to operate in an autonomous 
or remotely controlled manner.67 

Like the other autonomous vehicles in the Army’s development, the FTUAS must over-
come several research and technology hurdles before distribution across the Army. First, the 
vehicle needs advanced and robust object detection and the ability to interpret its surroundings. 
It needs to have the ability to operate in a variety of weather and light conditions if it is going 
to be helpful in supporting combat operations. It not only needs to be able to navigate itself 
undamaged to a target area but also to identify potential enemy combatants and to utilize the 
equipped payload. If the FTUAS is to operate in autonomous mode, it also needs to be capa-
ble of responding to unexpected encounters with precision. Dynamic combat environments 
necessitate more than rule-based programming due to the inability to predict every scenario 
in advance. Therefore, we need onboard systems that can accurately depict their environments 
and adjust as needed. Considering that the FTUAS will likely lack detailed pre-loaded maps of 
the areas they will be operating in, it is even more essential that the vehicle has accurate local-
ization algorithms and can map its surroundings.

Network Technology
AFC’s Network CFT has four primary signature efforts: Unified Network, Command Post 

Common Environment, Joint Interoperability/Coalition Accessible and Command Post Mobil-
ity/Survivability.68 While spatial computing does not play an apparent direct role in the Net-
work CFT, it likely plays a tertiary role relevant to the Tactical Network Testbed (TNT). A TNT 
allows for evaluating a military or tactical communication network’s performance, reliability 
and security.69 By examining the network’s bandwidth utilization, responsiveness, encryption 
capabilities and resilience, units can assess the network’s ability to effectively conduct data 
transfers, support communication and coordinate among military units.70 As the Army increas-
ingly relies upon autonomous and semi-autonomous vehicles to support combat operations, the 
ability to evaluate data transfer rates, latency and performance of wireless communication is 
critical for mission success. Additionally, as advanced technologies utilize sensors and cameras 
to execute spatial mapping and computer vision protocols, protecting the security of the data 
generated is paramount, and the application of TNTs provides a controlled environment for 
testing and improving security measures. 
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Air and Missile Defense
The Air and Missile Defense CFT within AFC has been working on a variety of projects, 

including Army Integrated Air and Missile Defense (AIAMD) and its materiel solution, the 
Integrated Air and Missile Defense Battle Command System (IBCS); Maneuver Short-Range 
Air Defense (M-SHORAD); Integrated Fire Protection Capabilities (IFPC); and the Lower Tier 
Air and Missile Defense Sensor (LTAMDS).71 All of the air and missile defense systems devel-
oped by the AMD CFT integrate advanced object detection capabilities that are not easily com-
parable in the civilian sector. The systems need unique sensor fusion capabilities to develop a 
single air defense picture for commanders and must simultaneously interpret sensors, weapons 
and mission command systems. Current technological limitations indicate that the speed of 
sensor fusion must be commensurate with the speed of combat. 

Assured Positioning, Navigation and Timing
The Assured Positioning, Navigation and Timing/Space CFT within AFC works on three 

signature efforts, one of which is the Tactical Space Layer (TSL).72 The TSL integrates data 
from a variety of sensors through sensor fusion to establish real-time data on the location and 
movement of objects on the ground.73 Commanders can use the data provided by the TSL to 
inform tactical decisionmaking and develop a more complete battlefield awareness. The TSL 
will integrate with the Tactical Intelligence Targeting Access Node and access aerial and ter-
restrial sensors while simultaneously enabling assured access to national and commercial sen-
sors.74 The integration of so many sensors simultaneously and rapidly presents questions about 
what level of sensor fusion will occur to provide the real-time battlefield picture. Due to the 
wide range of data input sources, low-level fusion at the raw data level would be challenging to 
incorporate; however, it would provide a more accurate picture of the battlefield. 

Soldier Lethality
The Soldier Lethality CFT’s Integrated Visual Augmentation System (IVAS) signature 

effort relies entirely on the system’s ability to integrate all spatial computing components pre-
cisely.75 The IVAS is an augmented reality headset being developed for the Army by Micro-
soft to improve situational awareness for Soldiers by integrating a spatial user interface and 
creating overlaying sensor information to ensure that Soldiers have enhanced operational 
knowledge.76 The current version of the IVAS has experienced a spatial mapping issue called 
“dynamic occlusion limitations,” where the device could not replicate how physical objects 
might block the view of virtual objects.77 The spatial mapping limitation has severely disrupted 
IVAS production and distribution and has resulted in no current solution to the problem.78 An 
IVAS performance report published in January of 2023 criticized the IVAS with numerous 
technical difficulties.79 Successful implementation of augmented reality goggles for Soldiers in 
combat environments requires active employment below the threshold of combat training envi-
ronments. Early adoption and adaptation into the Troop Leader Procedures to enable robust 
rehearsals and thorough orders production will ensure that the adoption in combat environ-
ments is required to overcome fewer hurdles. 

Synthetic Training Environment
The Synthetic Training Environment CFT within AFC concentrates on five primary sig-

nature efforts: Synthetic Training Environment Information System, Reconfigurable Virtual 
Collective Trainers, Squad Immersive Virtual Trainer, Squad/Soldier Virtual Trainers and One 
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World Terrain.80 Establishing synthetic training environments relies heavily upon advances in 
spatial computing technologies because the digital world needs to provide a realistic represen-
tation of the physical world while establishing a usable spatial user interface. Regardless of the 
platform used for integrating a synthetic training environment, the system must be capable of 
providing Soldiers with the comprehensive scope required for realistic training. The Army’s 
One World Terrain program seeks to provide a fully accessible virtual representation of the 
physical Earth within the Army network.81 Achieving a complete virtual representation of the 
Earth requires the digital environment to expand upon existing 3D layers and to integrate accu-
rate spatial mapping technologies, converting content from the physical world and ensuring it 
transfers into a high-resolution representation within the digital environment. 

Conclusion
As the Army pursues a transformation toward multi-domain forces by 2035, as outlined 

in the AMS, it faces obstacles to implementation. Signature efforts within the AFC CFTs have 
faced insurmountable hurdles due to their inability to solve complex spatial computing prob-
lems, such as the disrupted development of Integrated Visual Augmentation System. As the 
development and production of autonomous and semi-autonomous combat vehicles expands, 
there needs to be a concerted effort to understand and solve problems unique to the mission 
set. The physical and digital realms will continue to blur as the Army transitions toward its 
modernization goals, and the ability to address the complex spatial user interface problems 
inherent in developing synthetic training environments and augmented reality combat support 
tools will be decisive in the Army’s ability to adapt and compete in the global power competi-
tion. Therefore, the Army must expand its research priorities and concentrate on the aspects of 
spatial computing that will ensure success as it strives toward a modernized Army capable of 
multi-domain operations. 
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